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Abstract

The paper analyzes the process of decision-making
in its most elementary form as occurring in simple
feedback systems. Investigating such elementary
decisions it is shown that decision-making is a
goal-orientated activity, requiring the comparison
of incoming sensor data with an a priori given
goal-value. Under certain conditions the result of
such a comparison can enable a system to make a
goal-orientated action. We propose a definition of
information based on such results of comparisons.
And we discuss the properties of information so
defined and the general validity of this approach.

1. Introduction

Decisions are usually superficially understood as if - then
rules, without any further consideration of the necessary
content of either the if - or the when - term. We could
quote many examples for that, starting in literature with
Pavlov’s famous experiments with dogs and stimulus -
response psychology and continuing to authors dealing
with artificial intelligence. Here we can just mention two:

Newell and Simon [Newell et al., 1972] speak about
decisions within an “information processing system” -
not further specified - that carries out „productions“ of
the form „condition - process“, which obviously are a
form of if - then rules.

But to illustrate our point in that paper we take a quote
out of Holland’s influential work on adaptive systems.
Holland [1995] proposes, that adaptive systems must
contain a “performance system” - not further specified -
that is able to make decisions in the form of if - then
rules. For such decisions he gives the example of a frog
using the following rule for trying to catch a fly:

“if” [object] “(moving), (small), (near),
then (approach)”.

We suggest that such descriptions of decisions as if - then
rules may be a valid for many applications. But we sug-

gest they are not sufficient to get to an in depth under-
standing of how decisions are made by deciding systems,
what internal states are necessary so that a deciding sys-
tem can make a decision and what kind of epistemologi-
cal implications can be derived form such an under-
standing.

2. Goal-orientated Systems are
Deciding Systems

2.1. The Course of Argumentation

Newell and Simon [Newell et al., 1972], as well as Hol-
land [1995] place the process of decision-making into
unopened black boxes, like many other thinkers. Newell
and Simon [Newell et al., 1972] call it an “information
processing system”, Holland [1995] calls it a “perform-
ance system”. In the following we want to introduce our
approach to open such black boxes to get to an in depth
understanding of decision-making. Our arguments are:

(1) There is a class of systems - i.e. goal-orientated
systems - that has to be able to make decisions to select
for any given situation a situation-specific, goal-orien-
tated action.

(2) The most simple system of this class is arguable a
feedback system like a simple regulator. So we propose
that such simple goal-orientated system can reveal the
process of decision-making in its most elementary form.

(3) And we propose furthermore, that all prerequisites
for decision-making can be studied in its most simple
form in the prerequisites that enable simple feedback
systems to decide and that these prerequisites are neces-
sary, too, for more complex goal-orientated systems to
make their decisions.

Let us start to develop our argument by defining goal-
orientated systems.



98

2.2. A Pragmatic Definition of
Goal-orientated Systems

Starting point for our approach to decision-making is a
very general and pragmatic definition of goal orientated
systems:

A goal-orientated system is a system that has

(1) an internally defined goal,

(2) the ability to observe the actual state of a part of its
environment and

(3) the ability to act on that part of its environment, so
that certain properties of that part can at least be
changed in the direction towards the goal or, ideally,
correspond with the goal.

We demand (1) the goal to be internally defined, because
we think for pragmatic reasons that the goal should be
always present within the system, so that it is able to
pursue that goal independently. Otherwise the system
would depend on some external source to provide that
goal. This would raise the question, if we could call such
system to be goal-orientated by itself.

There may be goal-orientated systems that have proper-
ties (1) and (2), but not property (3). Such systems cannot
make any changes in their environment towards their
goal, so they will not be able to actively achieve their
objective, nor will any observer of such systems ever be
able to recognize them as goal-orientated. Such systems
are therefore not of any practical interest.

Furthermore a goal-orientated system may have proper-
ties (1) and (3), but not property (2). These two properties
will not be sufficient for the system to actively realize its
goal, for it lacks any representation of the actual situation
in its environment. So such a system may act on its en-
vironment, but does not "know" in any form, if its actions
are appropriate for the given situation, i.e. if they have a
goal-orientated effect.

For these pragmatic reasons we will focus on goal-ori-
ented systems that have these three basic properties. So
for our investigation we can say:

A goal-orientated system is an observing system and an
acting system.

Our decisive point to deal with goal-orientated systems is
that we propose that there are necessary relations between
these three properties, i.e. how observations have to be
related to goals so that a goal-orientated system can ac-
tually realize goal-orientated actions. And we propose
that these necessary relations characterize the process of
decision-making.

2.3. Turning to the Most Simple
Goal-orientated Systems

To start analyzing this process of decision-making in its
most elementary form, i.e. how goal-orientated systems

actually relate observations to goals so that they can
cause goal-orientated actions, we turn to the most simple
goal-orientated systems. These are arguable simple feed-
back systems, like a temperature regulator.

An analysis how feedback systems make decisions can
reveal functional and structural prerequisites for deci-
sion-making and the necessary content of decisions. In
this paper we can just focus on this necessary content.

3. Elementary Decisions
of Simple Feedback Systems

Best known examples for simple feedback systems are
temperature regulators. They are available in many tech-
nical forms, measuring and processing temperature data
e.g. mechanically or electronically. But whatever the
technique used, the system must be able to make two
decisions using two decision-rules of the following form:

if {(actual temperature)  (set point)},
then {trigger heater on},

if {(actual temperature)  (set point)},
then {trigger heater off}.

We propose that such decision-rules, so easily revealed
by analyzing feedback systems, are the most simple deci-
sions that can be made. Therefore we propose to call
them elementary decisions. In the following we will start
an in depth analysis of such elementary decisions and the
far-reaching epistemological consequences thereof.

4.  Content and Basic Properties of
Elementary Decisions

We will now generalize what we have found in tempera-
ture regulators about elementary decisions, and discuss
their content and some basic properties:

(1) Elementary decisions require decision-rules that
compare actual sensor data with goal-values and relate
the result to triggers for goal-orientated actions. They
have the general form:

if {(data) (relation) (goal-value)},
then {trigger for a goal-orientated action}.

The possible relations between data and goal-values are
relations of order (like , , , ,  or ) or some system-
specifically defined, maybe fuzzy or rough, form of
equivalence ().

So we can now say, what is missing in the if - then rule
we quoted above from Holland [1995]:

“if [object] “(moving), (small), (near),
then (approach)”.

Holland [1995], like many other thinkers, overlooks the
decisive point that all the qualities checked in this deci-
sion rule require a comparison with some standard or
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goal-value. “Moving” as well as “small” and “near” re-
quire some point of reference within the deciding system
to distinguish them form “not yet moving”, “big” and “far
away”. So we can say, that Holland’s “performance sys-
tem” controlling an adaptive system like a frog must be a
form of a goal-orientated system.

(2) Decisions are goal-orientated and require a pre-
determined, a priori given goal-value.

The first important point in our analysis of decisions is
that elementary decisions are goal-orientated acts. As a
prerequisite they need predetermined, a priori given
goal-values, that must be already available at the point of
time when the decision is made. Observations, delivered
in the form of incoming sensor data, cannot be used by
the system for any decision for acting until compared
with such goal-values.

(3) A priori given goal-values are necessary to fragment
a range of sensor data.

A range of sensor data, available from some sensor re-
quires at least one goal-value to divide that range into two
fragments. Without such fragments the system would
have just one undivided field of observations. Then it
could not decide anything. To decide it needs at least two
fragments, to relate to every fragment a trigger for a dif-
ferent action.

(4) A decision rule of a simple regulator only triggers
an action, but does not contain any kind of “knowledge”
how that action comes about.

The processing of the sensor data of a simple regulator
leads only to triggering an action, and does not and need
not contain any data how this action is performed. There
are two reasons for this:

First, a regulator only needs the ability to observe the
effect of a triggered action, to sense what he controls; how
this effect is achieved is absolutely unimportant.

And second, any representation how the action is
achieved would require a much more complicated struc-
ture of the system.

Let us illustrate that with an example: What a temperature
regulator has to “know” is the actual temperature, to
compare it to the set point and to decide to turn on and off
the heater. It need not know anything else about the
heater. The heater is nevertheless an essential part of the
device, without which no control would be possible. If
we would like the temperature regulator to “know”
something about the heater we would need additional and
different sensors, than just for observing the actual tem-
perature. These sensors would have to be able to observe
states of the heater, additionally to observing the room
temperature. This would probably require an observation
of other physical quantities. And to deal with these data
we would need some additional, more complex structure
for data processing, too.

(5) In goal-orientated systems one specific decision-rule
is needed for every action triggered.

In the previous points we have shown, that a comparison
of incoming sensor data and goal-value is needed, so that
the system can choose a goal-orientated action. Expand-
ing on that, we can say, that every goal-orientated action
of a goal-orientated system requires such a comparison as
input in a decision rule. And furthermore every goal-
orientated action of a goal-orientated system requires
exactly one specific decision-rule.

Without such decision-rules a system may be able to
observe and may be able to act in some arbitrary way.
But unless it has not only sensor data, but additionally
goal-values to compare the two and thus generate frag-
ments of the range of sensor data and additionally can
connect the results of these comparisons with triggers for
goal-orientated actions, it will not be able to influence a
given situation towards a goal.

We propose that the statements (1) to (5) derived from
the analysis of simple feedback systems hold in principle
for all decisions, even when more complex than elemen-
tary, and for all goal-orientated systems - from regulators
to computers and from the first forms of life to human
brains. We will touch that point in the discussion below.

5.  Prerequisites for the
Comparison of Data

We suggest that the term {(data) (relation) (goal-value)}
is usually totally overlooked when decisions are analyzed
just as if - then rules. So we will focus here on that term.

We begin with the prerequisites that have to fulfilled so
that a comparison of data and goal-values becomes possi-
ble and leads to results that can be used for feedback
control:

(1) Sensor data and goal must be available as physical
states of the same physical nature.

To all our knowledge it is only possible to process to-
gether and compare data that are provided in the same
physical states. (E.g. we can only compare temperature
data represented electrically, e.g. in mV, with each other;
we cannot compare them directly with data represented
mechanically, e.g. in mm Quicksilver column.)

(2) Sensor data and goal must be available as same
physical states mapped in the same way in the same range
of magnitude, i.e. in the same data format.

Given two data as physical states of the same nature we
are able to compare them. But they have to have the same
mapping and the same order of magnitude, so that a com-
parison delivers undistorted results. (E.g. if some set
point for a temperature is represented electrically in the V
range, but all sensor data are represented in the mV
range, a comparison is physically possible. But it will de-
liver the systematically distorted result, that all sensor
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data, whatever temperatures they stand for, are smaller
than the goal-value.)

(3) Sensor data and goal must be a representation of the
same external state of a controlled system so that the
result of the comparison has a relation to the external
world.

For example if we have temperature and humidity data
represented in the same data format in an air conditioning
system, we could easily compare them. But what kind of
advantage could result out of a comparison that a datum
for temperature is greater than one for humidity? A sys-
tem trying to use this kind of comparisons for actions is
simply mad. (Of course the same holds for man: We
cannot and need not compare if the red of the flower is
more intense than the sound of the wind.)

We call the first two properties uniform representation
and the third corresponding representation. And we pro-
pose that these are the general minimal requirements that
two sets of data are comparable. (Let us mention here,
that there are more criteria for corresponding representa-
tion for systems more complex than simple feedback
systems.)

6.  A Definition of Information

We propose that the importance of the term {(data) (rela-
tion) (goal-value)} for decision-making justifies to use it
for defining information. We will elaborate our argu-
ments for that in the next section. Here we want to intro-
duce our cybernetic definition of information:

Information results from the comparison of two com-
parable sets of data. Therefore information has the gen-
eral form

{(data set 1) (relation) (data set 2)}.

Two data sets are comparable if they are available in
uniform and corresponding representation.

The requirements of uniform and corresponding repre-
sentation for simple feedback systems, as discussed
above, are that (1) sensor data and goal must be available
as physical states of the same physical nature, (2) that
sensor data and goal must be available as same physical
states mapped in the same way in the same range of mag-
nitude (i.e. in the same data format) and (3) that sensor
data and goal must be a representation of the same exter-
nal state of a controlled system. (The requirements for
corresponding representation have to be expanded for
more complex systems.)

Only if uniform and corresponding representation are
maintained in a system (1) a comparison of sensor data
and goal is physically possible, (2) such comparison will
be undistorted and (3) the result of such comparison will
have a meaningful relationship with an external con-
trolled system.

The possible relations between data sets, that constitute
information, are relations of order (like , , , ,  or )
or some system-specifically defined, maybe fuzzy or
rough, form of equivalence ().

Data sets that lead to information can be single data or
signs, or sets, patterns or even sequences of signs. Data
sets that are hold constant over some period of time we
call goal-values or standards.

7. Properties of Information

The results of comparisons {(data) (relation) (goal-
value)} are delivered within a goal-orientated system as
special states that represent some external state and are
necessary to trigger goal-orientated actions. We continue
now discussing some properties of these internal states.
These properties seem us to justify calling these states
information. Yet we want to emphasize that these
properties exist independently if one wants to follow our
definition of information or not.

7.1. The Enabling of Decisions

The following properties of information follow immedi-
ately from our analysis of elementary decisions above:

(1) Comparisons {(data) (relation) (goal-value)} mark a
fragment of the range of sensor data. So here we deal not
any longer with data, as delivered by a sensor (e.g. map-
ping external temperature in “mV”). The result of such a
comparison (e.g. of two data in “mV”) is a special inter-
nal state within the goal-orientated system that charac-
terizes a current state of an external system. E.g. in a
temperature regulator the range of sensor data is divided
into the two fragments representing “cold” and  “hot”.

Now we propose to call such internal states representing
external states (like “cold” or “hot”): information.

(2) Such fragmentation of the range of sensor data is
necessary, so that the system can relate to every fragment
a different goal-orientated action.

Just let us consider briefly, what would happen without
such fragmentation: Then the system would have to work
like a channel, and relate to every input datum an output
action. And it would lack any point of reference when to
cause actions with opposed effects as necessary for con-
trol (e.g. like “heater on” respectively “heater off” in
temperature control).

Therefore we can say: Information enables decisions for
goal-orientated actions - but data don’t.

7.2. The Impossibility of Transmission
         to Different Physical Carriers

Now we come to an important and really surprising prop-
erty of that internal state resulting from a comparison of
data. This state is definitely only available internally,
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within a system, as a special state of a certain physical
nature within a certain structural context. It cannot be
transmitted to another system by transformation into only
one state of another physical nature. What we say is:
Information - according to our definition - cannot be
transmitted when a change of the physical carrier is
necessary.

Let us try to explain this point in detail:

(1) The result of a comparison of two data can be used
in a decision rule to select and trigger some action. It is
not the condition of the physical state itself that makes up
an information, but the physical state within the structure
of a system and within a decision rule in that system.
When the triggered action has been carried out, the result
is an external change of some state of a controlled system
- an external difference or an external datum - but not an
external information.

Observing this external action respectively change is not
enough, to know the internal information causing it. E.g.
a temperature controller heats as long as it generates
internally the information “cold” (i.e. actual temperature
 set point). To find out what such system internally
considers as “cold” it is necessary to observe, too, when it
starts and / or ends that external action.

So a single external observation - one single datum - is
not enough to find out what single state another system
uses internally as information: We need observations of
actions and changes of actions for that.

(2) A single internal measurement is not sufficient, too,
to characterize a state of information in another system:

For example in a bimetal temperature regulator a bimetal
disc pops up in a defined direction, if the temperature
falls below the set point. So in this simple system the
information “cold” (i.e. actual temperature  set point) is
represented mechanically.

Let us suppose we want to use this information to electri-
cally turn on or off a heater. We can achieve that for
example by electrically measuring the position of the
bimetal disc. But this electrical measurement delivers
only data of the current position of the disc but not the
information if this position stands for “hot” or “cold”
within the mechanical system. To get from these electri-
cal data to the electrical information “cold” we need of
course some electrical goal-value and a comparison of the
two. So we need an electrical regulator to determine the
relation between the position of the bimetal sheet repre-
sented in a signal in mV and the goal-value in mV to
electrically operate the heater accordingly.

The same holds for much more complex systems like
neural nets: In neural nets incoming data are fed into an
input layer and are compared with some trained standards
- a form of necessary, a priory given goal-values - in a
hidden layer. The comparison of input data with the stan-
dards delivers some system-specific output, either as a

signal at one of various output lines in the net, or as sig-
nal of a certain strength in a single output line. Again just
the measurement of such output signal alone, i.e. meas-
uring a change at one certain location or some certain
value in an output line, delivers only data. These data
alone are not enough to reconstruct the information these
changes in a location or an output line represent for the
system, e.g. if they represent (input data = standard) or
(input data  standard).

These two points with the related examples may suffice
to illustrate that information, as we define it, cannot sim-
ply be transmitted to another physical carrier. So to find
out from the outside, what kind of information a system
uses internally to cause its actions, requires a lot of ob-
servation and data:

(1) Either we can observe the behavior and changes in
behavior and conclude that the system has reached a goal-
value when a change occurs. Than we can conclude fur-
thermore that any observable constant behavior from start
to end is caused by some internally constant state, i.e. an
information representing a constant relation of sensor
data to a goal-value.

(2) Or we have to open up the system and have to find
out how its input data are processed internally, to which
goal-values they are compared and how the results are
used in decision-rules to trigger certain actions.

In both cases we need a lot of data to characterize from
the outside, what system-internally is just one single state
within a certain decision-rule and an unequivocal struc-
ture, but can as such represent some external state and
cause an action. We propose to call these internal states:
information.

8. Discussion

8.1. General Validity

We propose that our statements about decisions and in-
formation derived from the analysis of simple feedback
systems hold in principle for all goal-orientated systems -
from regulators to computers and from the first forms of
life to human brains. We can here just outline how these
principles build the very core of every decision-making
even in complex systems:

(1) A priori given internal goal-values are generally
necessary to evaluate incoming sensor data. Here we can
just briefly illustrate that point using our above examples
of the feedback system, the frog and the neural net:

(1.1) These goal-values can be built into the structure of
the system (as “hardware”), as in a mechanical tempera-
ture regulator.

(1.2) Or goal-values can be preprogrammed in the mem-
ory (as “software”). This seems to be the case in an adap-
tive system, like the frog. The work of Lettvin et al.
[1959] shows how a frog preprocesses the sensor data
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from its eye to enable especially the detection of small
moving objects as points in the visual field and of large
objects covering an area of that field. Lettvin et al. [1959]
do not deal directly with goal-values nor decisions for
actions, i.e. how detected points and detected large ob-
jects are finally distinguished to cause different actions.
But there work seems to suggest that a preprocessing of
sensor data is used to enable a relatively simple definition
of goal-values and a simple comparison process to enable
fast decisions for crucial actions (like jump for food or
jump to flee).

(1.3) Or goal-values can be acquired - learned - by the
system and stored in its memory by itself (as “software”).
This is the case in neural nets. And it seems to apply to
the human brain as well. For illustration we can here just
refer to the extensive work of Grossberg (see [Grossberg,
1980] for an introduction). Grossberg shows how a
repeated input of the same sensor data leads to traces in
long term memory. And with every further input of sen-
sor data corresponding with already stored data occurs an
“adaptive resonance”, confirming the relationship of
identity (“=” or at least “”) between the input data and
the stored standard and, at the same time, reinforcing the
already existing traces in the memory. So here, too, we
find a comparison of input data with standards yielding
states of information as we define it.

(2) So we seem to find generally that incoming sensor-
data are compared with appropriate goal-values. We
propose that the compared data have to be available in
uniform and corresponding representation, so that the
results of such comparisons can lead to information that
can be used for decisions for goal-orientated actions.

(3) The results of such comparisons - information - are
special states, which are necessary as inputs in decision-
rules stored in the system.

(4) Decision-rules relate comparisons of sensor data
with goal-values - information - to triggers for goal-ori-
entated actions. In complex systems more than one in-
formation may enter a decision-rule according to the form
(as in our example of the frog)

if    {(data 1) (relation 1) (goal-value 1),
       (data 2) (relation 2) (goal-value 2), ...},
then {trigger for a goal-orientated action}.

(5) Exactly one stored decision rule is necessary for
every single action of a goal-orientated system. Without
such decision-rules a system may be able to act in some
arbitrary way, but cannot repeatedly and constantly act in
a goal-orientated way.

(6) Like the goal- values, decision rules are either built
in the structure of the system (as “hardware”) or are pre-
programmed in the memory (as “software”) or are ac-
quired - learned - by the system and stored in its memory
by itself (as “software”).

8.2. Epistemological Importance

Finally we want to point out the epistemological impor-
tance of our analysis of elementary decisions leading us
to the insight, that elementary decisions are goal-orien-
tated activities. We found:

(1) Prerequisite for decisions are internally a priori
given goal-values, representing some preferred external
state. These goal-values must be already available at the
point in time when a decision is made.

(2) Then incoming sensor data, mapping some actual
external state, have to be compared with such given goal-
values. The result of such a comparison - we propose to
call it information - is the necessary input for making a
decision.

We consider these statements as statements of utmost
epistemological importance: thus decision-making re-
quires a representation, delivered by sensors, mapping
actual external states, and internally an a priori given
goal-value, for evaluating this representation. We con-
sider these statements as starting point for an epistemol-
ogy, rooted in science and demanding a position between
realism and constructivism. Perceptual realism empha-
sized the necessity of mapping external states and ne-
glected the internal evaluation of these mappings. Con-
structivism on the other hand overemphasizes internal
constructions and may even tend to neglect the necessity
of mappings. Our cybernetic analysis of the necessary
content of decisions of goal-orientated systems shows
that both - mappings and internal goal-values - are abso-
lutely necessary for decisions for goal-orientated actions.

References

[Holland, 1995] John H. Holland, Hidden Order: How
Adaption Builds Complexity, Helix Books, Addison
Wesley, Reading, 1995.

[Lettvin et al., 1959] J. Lettvin, H. Maturana, W.
McCulloch and W. Pitts, What the Frog Eye Tells the
Frog’s Brain, Proc. Inst. Radio Engr., vol. 47, p 1940 -
1951, 1959.

[Newell et al., 1972] Allen Newell and Herbert A. Simon,
Human Problem Solving, Prentice Hall, Englewood
Cliffs, 1972

[Grossberg, 1980] Stephen Grossberg, How does the
Brain Build a Cognitive Code?, in Stephan Grossberg,
Studies of Mind and Brain, p 2 - 52, , Reidel, Dordrecht,
1982


	Deckblatt - 2006 - Information
	Nechansky (2006), Information m. D.



